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Abstract— In this paper we describe a lucid model for efficient
localization of an active speaker in a real-time video for a video
conference. The system is built on a simple and robust method
of contour detection of grey images and frame differencing of
binary images for motion detection. This proposed method is
independent of luminosity and removes unnecessary
parameters from the frame to be worked upon so that the
processing time is reduced and a faster algorithm is obtained to
detect the speaking person. We aim at developing a robust
technique for talker identification by processing a continuous
video input from a live web camera and removing the necessity
of using the cumbersome process of identifying a speaker in a
discussion or a video-conference and then focusing on the
person manually. Results of testing the suggested model are
presented with conclusions.
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1. INTRODUCTION

Detecting lip movement and identification of the speaker
[1] are areas of active research in video surveillance and
human-computer interaction. [2]. These techniques are a
motivation of the rapidly growing audio-visual speech
recognition inspired by “Hearing Lips and Seeing Voices”
[3]. Basically, in a video conference, the speaking person
can be identified and the camera can be focused on the
respective person automatically rather than doing it
manually. For accomplishment of this task we must be able
to extract the human faces from the video stream with
accuracy, detect the lips in the faces and then process each
in order to localize the speaker. There had been different
approaches to face detection, lip detection and lip
movement detection in recent past [4] but rely on
computational expensive method called Coherent Point
Drift (CPD) to detect the lips movement. Face detection
based on skin filters[4],[5],[6],[7], neural networks
[71,[81,[9], genetic algorithms[10], etc. have been done but
that requires proper background subtraction and poses
problems in case “certain background creeps in” while the
color thresholding is being done.

Various methods for lip contour detection have been
implemented earlier which include wuse of sobel
filter[11],[12], active  contours[13], cubic  spline
interpolation[18], color thresholding[4],[5],[6],[7],[14],
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having a database of lip images[15],[16],[17], etc. The
problem with these methods is that they vary with the
luminosity variations, make-up conditions, blemishes on the
skin, etc. Movement of lips has been detected through
Kalman filter and optical flow [15],[18],[19]. Optical flow
is prone to rotation of the object and illumination. Kalman
filter needs a lot of processing time and memory space.

The probability based method for speaker identification
in [20] is cumbersome. It associates two probabilities with
each face, one with identification in the video frame and
another with speaking as detected through the amalgamation
of audio and video input. It’s gives undesired results in case
of short utterance detection, departure or arrival of a speaker
randomly and does not have high speaker change detection.

Some of the earlier developments on the same lines do
not take into account more than one face in a frame and thus
are not suited for real time systems.

In this paper, we aim at ameliorating a model which will
cater to the shortcomings in previously employed methods
and develop an integrated system for speaker localization in
video conferencing. It is based on a simple logical analysis
of the frames from a video stream to continuously monitor
the participants and notify whenever a person is witnessed
as a speaker and the speaker in shown separately in the
broadcasting window.

2. SYSTEM OVERVIEW

The flowchart for the proposed model is shown in Fig.1.
In this model, we simply define a model where a human
face is identified using change in contrast values between
adjacent rectangular groups of pixels via Voila-Jones
algorithm. Lip contour is detected with edge detector and
their movement is distinguished through frame differencing.
Thus, this is done for all the faces in the frame and the
active speaker is localized.

The following sections will expatiate on the proposed
idea in further details.

3. PROPOSED METHOD

The proposed method implies to the requisite of
luminosity independent method and a completely automated
active  speaker localization system. The gradual
development of the method is being discussed piecemeal.



3.1. FACE DETECTION
The first and foremost step is to detect faces from a
continuous video-stream with a complex background.
The code must be robust enough to detect face from the
video with flimsiest error in detection because it will foster
the process of probable lips location and sleuthing of the
movement in order to detect the one who is speaking.
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Figure 1: SYSTEM FLOW CHART

Irrespective of the method which includes the usage of skin-
filters[4],[6],[8], [21] we use the Haar-like classifier [5]
,[20] i.e. the Viola-Jones Algorithm[22] to detect human
faces in the input video stream.

3.1.1. BASIC LOGIC

A recognition process can be much more efficient if it is
based on the detection of features that encode some
information about the class to be detected. Well know
Viola-Jones algorithm [22] is used to detect face as shown
in fig. 2. Detected face is shown by a red color rectangular
box in the frame. It overcomes the cumbrous chore of
detecting faces through HMM| method, deformable
templates [17], skin filter[4] [5], etc.
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Figure 2: Face detected through Viola Jones algorithm

The method is very robust against varying lightning
conditions. Occasionally, face-like structures in complex
backgrounds lead to false positives. To exclude these, the
additional constraint that the region contains mainly skin
color is introduced. This is done by transforming the face
rectangle into Y, Cr, Cb-space [2] and counting the pixels
within the range (50 ...170,70...170,140...170)" .
Detections where the pixel count is below 40% of the face
rectangles’ area are discarded.
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3.1 Lip Contours

It was found that speech activity is reflected by a
significant change in the lip contour of the speaker. This
can be detected by a fast online algorithm counting the
number of pixels in the normalized lip countour in
consecutive face detections. First, the mouth region is
computed from the face region as

Xm = 0.90(xs + 0.35w¢) (2)
Y = 3.00(yg + 0.22hy)
hm = 0.38h¢

Wi = 0.43h¢ .

By edge detection, the lip contour ljyx 1is derived and
the number of contour pixles 1 is counted for each face i
and time frame k. Speaker activity is determined by
comparing the lip contour size in consecutive frames. For
each face detection, the relative number 1 of lip contour
pixels for face i in time frame k is determined
100 vep .
hij = = (3)
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A speaker is considered actively talking if the lip

contour sizes in frames within a time window of thg

differ more than a threshold th;.

dli’k = max |li,k — 1i,k7d| 0< d/fpS < thy (4)
Vadi,k = dli,k >th; (5



4. EXPERIENTAL RESULTS

In section 3, the whole algorithm for lips motion
detection has been discussed. The code was enhanced so as
to make it more user-friendly and the steps for the same
have been described here under.

Firstly, whenever a single person spoke in a camera the
Command Prompt depicts the motion by showing the text
“Lips Moving”. In case the person doesn’t speak, no
notification is given. A snapshot of the same can be seen in
Fig.3.
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Figure 3: Speaker Localization through 1 camera.

After completing lip movement detection through one
camera for just one person in a camera, the code was
modified to detect speaking persons simultaneously in two
cameras. Two cameras were attached with one person sitting
in front of each camera. If the person in front of camera 1
speaks, the code shows- “Lips moving in camera 1”. If the
person in front of second camera speaks, the code shows-
“Lips moving in camera 2”. In case, none of the people
speak. No notification is seen. A snapshot of the same can
be seen in Fig.4.

Figure 4: Speaker Localization through 2 cameras.

Successful implementations of simultaneously working
two cameras for speaker detection lead to enhancement of
code for making it work for four cameras. Whenever a
speaking person was identified, it was reported by the code
with the camera number thus helping to detect in which
camera a person is speaking. The snapshot its
implementation is shown in Fig.5.
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Figure 5: Speaker localization through 4 cameras.

The code was enhanced further to detect any number of
speaking people in any number of camera and the speaking
person is identified with the text-“Speaking” being written
above the speaking person. This was tested for three
cameras with two people sitting in front of each. The results
obtained were satisfactory. A snapshot of the execution is
shown in Fig.6.
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Figure 6: Speaking people detected in camera 1 and camera 2



4.1. QUANTITATIVE ANALYSIS
In order to derive quantitative results, a sequence was
analyzed in detail. In one session, a single speaker was
facing the camera, alternating speaking and silent while
looking into the camera as shown in fig. 7. It was
recorded at 30 fps. Figure 8 illustrates the detection

(a)

speech activity as function of the parameters th; and thg.
Window sizes above 0.5s yield a good recall. Thus the
window size was fixed here to yield good results with a
small delay. Figure 9shows the influence of th,. It was set
to 0.8 to give a good precision/recall tradeoff.
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Figure 8: The ROC diagram shows curves for different thy. The curves
themselves are parameterized by th,
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Figure 9: Precision and recall for thq = 0.5s

Seq02 248s 20 75.57 83.52 69.0

Seq06 62s 20 89.61 94.75 85.0

Seq07 101s 20 81.09 80.21 82.0

Tablel: Results for threee recordings of speakers facing the camera

Several recordings of speakers facing various cameras were
made to verify the method. Three recordings of single
speakers facing the camera were made. They did altenate
talking and not talking over the course of the recording. In
table 1, the results are given. Figure 7 illustrates the speaker
activity results for the first sequence (sq02).

5. CONCLUSIONS

A unique and robust real time algorithm, which takes up
the task of detecting the movement of the lips, has been
proposed. The proposed technique is independent of the
scale of the face image and performs well irrespective of the
luminosity variations. Some of the erroneous results were
given due to reasons like- input stream of images from live
web camera being too blurred, extreme complexity of
background, movement of face, moustaches and beard of
the person. To handle these problems, a tracking method
can be integrated and audio based voice activity
detection (vad) could be integrated.
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